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Abstract
In Mandarin and Wenzhounese, a syllabicity constraint penalises

syntactically well-formed VPs if the VP consists of a disyllabic verb
and a monosyllabic object. There is quantitative evidence that the syl-
labicity constraint is stronger in Mandarin and weaker in Wenzhounese.
Grounded on these empirical data, this paper makes three theoretical
points. First, this apparently syntax-sensitive constraint can be for-
malised in a purely phonological way, so both syntax and phonology
can remain domain specific. Second, the stronger/weaker effect of the
syllabicity constraint requires a gradient view of grammaticality, which
can be captured by combining LFG with Stochastic Optimality The-
ory. Third, optimality-theoretic constraints might violate modularity
by simultaneously referring to syntactic and phonological information.
I will show that faithfulness constraints of this format do not violate
modularity, while markedness constraints of this format does.

1 Introduction
Accumulating evidence from syntax (Almeida 2014; Asudeh 2001; Bresnan
2007; Featherston 2005) and phonology (Féry & Stoel 2006; Ernestus 2011)
suggests that grammar is gradient and that linguists who persist on binary
grammaticality have “vastly underestimated the human language capacity”
(Bresnan 2016: 607).† This paper contributes to this ongoing debate by
showing that gradience is also required at the syntax-phonology interface,
based on data from two varieties of Chinese: Mandarin and Wenzhounese.
Mandarin refers to the standardised common language mainly used in China,
and Wenzhounese is a southern Wu dialect mainly spoken in the southeast
of Zhejiang Province, China (Zhengzhang 2008).

Many Mandarin words have monosyllabic and disyllabic alternatives, the
additional syllable of the latter being usually semantically redundant (Huang
& Duanmu 2013; Qin & Duanmu 2017). The same holds for Wenzhounese.
Table (1) illustrates this word-length alternation in these two varieties of
Chinese. Note that Mandarin data are transcribed with pinyin and Wen-
zhounese with IPA, and the dot marks the syllable boundary.

(1) ‘to repair’ ‘car’
Syllable count 1 2 1 2
Mandarin xiū xiū.lǐ chē qì.chē
Wenzhounese sou sou.lei tsho tChi.tsho

Given the word-length alternation outlined above, there are four logi-
cally possible combinations for the VP ‘to repair cars’, as exemplified in

†My sincere thanks go to my supervisor, Dr Louise Mycock, two anonymous reviewers,
and the audience of LFG23 (22–24 July, 2023) for their feedback. I also thank the Comité
International Permanent des Linguistes (CIPL) and the International Lexical Functional
Grammar Association (ILFGA) for the travel grants that enabled me to attend LFG23.
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(2). Although all these VPs are syntactically well-formed, Guo (1938), Lü
(1963), Feng (1997), and many others have observed that 2+1 VPs (where
the verb is disyllabic and the object monosyllabic) are prosodically ill-formed
in Mandarin, which leads to their lower acceptability.

(2) Syllable count Mandarin Wenzhounese
1+1 xiū chē sou tsho
1+2 xiū qì.chē sou tChi.tsho
2+1 xiū.lǐ chē sou.lei tsho
2+2 xiū.lǐ qì.chē sou.lei tChi.tsho

In what follows, I will term the prosodic constraint against 2+1 VPs the
syllabicity constraint. My experiments (Xie to appear) show that the syl-
labicity constraint is also effective in Wenzhounese, albeit to a lesser degree
(Section 2). As such, the syllabicity constraint raises two questions. First,
how and why does phonology appear sensitive to syntactic categories like
verbs and objects? In LFG terms, does this necessitate a correspondence
function that relates verbs and objects to different phonological represen-
tations? Second, how does LFG conceptualise the fact that a constraint is
weaker in one language than in another? These are the topics of Section 3.

An anonymous reviewer asks whether the syllabicity constraint holds in
constructions other than verb-object phrases. There is a mirror constraint
for nominal compounds in Mandarin (Feng 1997; Qin & Duanmu 2017),
such that 2+1 words (e.g., qì.chē chǎng ‘car factory’, where the modifier
is disyllabic) are more acceptable than 1+2 words (e.g., *chē gōng.chǎng
‘car factory’, where the head noun is disyllabic). Whether Wenzhounese
compounds are thus constrained requires further research.

Within the VP domain, it is more difficult to find other constructions
that are subject to the syllabicity constraint because adjuncts tend to occur
pre-verbally in both varieties (3).

(3) a. Mandarin
wǒ
1sg

měi-tiān
every-day

yóu.yǒng
swim

(*měi-tiān)

‘I swim everyday.’
b. Wenzhounese

ŋ
"1sg

mei-ne
every-day

jau.joŋ
swim

(*mei-ne)

‘I swim everyday.’

Wenzhounese, but not Mandarin, does allow a handful of monosyllabic ad-
verbs (e.g., Ci ‘first’ and thjE ‘more, further’) to occur post-verbally (Bu
2016: 72). These monosyllabic adverbs can follow disyllabic verbs without
lowering a sentence’s acceptability, but they are irrelevant to the syllabic-
ity constraint because they need to be placed after the perfective marker
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(4a) or after the numeral phrase (4b).1 Put differently, these adverbs are
structurally higher than the VP and therefore outside the domain of the
syllabicity constraint.

(4) a. ŋ
"1sg

vO.kO

room
ts@ŋ.lei
tidy

HO

pfv
Ci
first

‘I’ll tidy the room first.’
b. ői

2sg
tChi.tsho
car

sou.lei
repair

[sO
three

bu]NumP
clf

thjE
more

‘Repair three more cars!’

Nevertheless, the Wenzhounese examples in (5) might reflect the syllabicity
constraint, where there is a pre-verbal patient argument and a post-verbal
classifier. Although the numeral for ‘one’ is usually optional (5b), it is oblig-
atory in (5a), presumably to satisfy the disyllabicity requirement.

(5) a. ŋ
"1sg

tChi.tsho
car

sou.lei
repair

[*(Pi)
one

bu]NumP
clf

HO

pfv
ba
sfp

‘I have repaired one car.’
b. ŋ

"1sg
tChi.tsho
car

sou
repair

[(Pi)
one

bu]NumP
clf

HO

pfv
ba
sfp

2 The data
Two things about the syllabicity constraint need to be noted before we
proceed. First, the syllabicity constraint is local, applying only to objects
governed and immediately preceded by the verb (Feng 2003, 2011; Xie to ap-
pear). When the object is preposed, e.g., via topicalisation, it is no longer
subject to the syllabicity constraint. For example, the Wenzhounese sen-
tences in (6) are equally acceptable, although the former contains a monosyl-
labic object ŋo and the latter a disyllabic object ŋo-tsz

"
(sfp = sentence-final

particle).

(6) a. ŋo
tooth

tsh@ŋ.lei
clean

hE

compl
ba
sfp

mei
neg

a
q

‘Have you finished cleaning the teeth?’
b. ŋo-tsz

"tooth-tooth
tsh@ŋ.lei
clean

hE

compl
ba
sfp

mei
neg

a
q

‘Have you finished cleaning the teeth?’

The locality of the syllabicity constraint will be relevant for the analysis in
Section 3.1.

1See Jiang et al. (2022) for an overview of Chinese numerals and classifiers, whose LFG
analysis can be found in Börjars et al. (2018), Börjars & Payne (2021), and Her (2012).
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Second, the violation of the syllabicity constraint is alleviated when a
word does not have alternating syllabicity (Duanmu et al. 2018; Lü 1963).
For example, the monosyllabic noun shuǐ ‘water’ in Mandarin does not have
a disyllabic equivalent, so it can follow a disyllabic verb, as in the 2+1 VP
jié.yuē shuǐ ‘save water’.2 Nevertheless, if a monosyllabic verb is available
(e.g., jié ‘save’), a 1+1 VP would be preferred, which can be confirmed
by searching the Center for Chinese Linguistics corpus (Zhan et al. 2019;
accessed on 30 September 2023).

(7) Pattern Token count
2+1 jié.yuē shuǐ 16
1+1 jié shuǐ 538

The token count of jié.yuē shuǐ (2+1) was manually calculated from 75
results. The token count of jié shuǐ (1+1) was estimated via the following
procedure. First, I randomly selected 200 out of 2,993 results, using the
=rand() function in MS Excel. Second, I counted the instances of jié shuǐ
that were VPs, which amounted to 36 (i.e. 18%).3 Finally, 2993ˆ18% « 538.

This alleviating effect will be relevant for our interpretation of Duanmu’s
(2012) corpus study in Section 2.1. It also suggests that, when there is no
alternative to a 2+1 VP, the syllabicity constraint must be overriden by a
higher constraint to avoid ineffability, i.e., the failure of producing an output
given an input (Asudeh 2001; Mohanan & Mohanan 2003).

2.1 Comparing Mandarin with Wenzhounese
Empirical evidence shows that the syllabicity constraint is very robust in
Mandarin but less so in Wenzhounese. This section reviews production data
from Duanmu (2012) and Xie (to appear).

Duanmu (2012) samples 4,379 tokens of VPs from the Lancaster Corpus
of Mandarin Chinese (LCMC; McEnery & Xiao 2004) and finds that the
occurrence of 2+1 VPs is exceptionally low. The results, based on Duanmu
(2012: ex. (26), (27)), are summarised in (8). We can first compare 2+2 and
1+2 VPs, from which we observe that they have similar frequencies in the
corpus. This means that when the object is disyllabic, the verb can freely
alternate between its monosyllabic and disyllabic form. In sharp contrast,
the frequency difference between 2+2 and 2+1 VPs indicates that when the
verb is disyllabic, a monosyllabic object is strongly disfavoured.

2Note that /u/ in shuǐ is a glide rather than a syllable nucleus, so the word is mono-
syllabic. See Duanmu (2007: ch. 4) for Chinese syllable structure.

3The remaining tokens were likely NPs: they were part of a nominal compound (e.g.,
jié.shuǐ lóng.tóu ‘water saving tap’), a complement of a preposition, or coordianted with
other NPs.
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(8) Token and type counts of VPs in LCMC
Pattern Token count Type count

1+1 2,749 (62.78%) 1,187 (46.08%)
1+2 838 (19.14%) 703 (27.29%)
2+1 81 (1.85%) 56 (2.17%)
2+2 711 (16.24%) 630 (24.46%)

Duanmu (2012: 104) further observes that 49 out of 56 (87.5%) 2+1 VP
types contain a disyllabic verb derived from a monosyllabic verb, and the two
verbs are semantically nonequivalent. For instance, a reduplicated disyllabic
verb like xǐ-xi ‘have a wash’ encodes the tentative aspect (Liao 2014), which
is absent from its monosyllabic base xǐ ‘wash’. Therefore, it is likely that
these derived disyllabic verbs do not have a monosyllabic equivalent, so
they may be exempt from the syllabicity constraint, as discussed at the
beginning of Section 2. Thus, at most eight 2+1 VP types may count as
genuine exceptions to the syllabicity constraint.

Figure 1: Prediction of the mixed-effects model (fixed effect: syllable count of
the verb; random effects: participants and lexical items). The y-axis measures
the relative frequency of disyllabic objects, as opposed to monosyllabic objects.
The errorbars represent the 95% confidence intervals.

For Wenzhounese, Xie (to appear) reports the results of a production
experiment, during which 512 tokens of VPs were collected from 32 native
speakers of Wenzhounese. These participants were presented with stimuli
containing a non-derived verb followed by a picture and were asked to pro-
duce a complete Wenzhounese sentence based on these pieces of information.
The syllable count of the verbs was controlled to be monosyllabic or disyl-
labic, and the pictures corresponded to nouns with mono- and disyllabic
alternatives. The results showed that when the verb was monosyllabic, the
absolute frequencies for mono- and disyllabic objects were similar (139 and
117, respectively). When the verb was disyllabic, disyllabic objects greatly
outnumbered monosyllabic objects (176 vs. 80). This contrast, according
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to the linear mixed-effects model, was highly significant (SE = 0.04, df =
30.29, t = 5.23, p < 0.0001). Figure 1 depicts the prediction of the linear
mixed-effects model: when the verb is monosyllabic, the likelihood of pro-
ducing a disyllabic object is roughly the chance level (45.70%). When the
verb is disyllabic, the likelihood of producing a disyllabic object jumps to
68.75%, showing a clear preference for 2+2 VPs over 2+1 VPs.

Based on the Mandarin data in (8) and the Wenzhounese data in Figure
1, we can take 2+1 and 2+2 VPs as minimal pairs and compare their rela-
tive frequencies in production. It is clear from Figure 2 that the syllabicity
constraint is effective in both varieties because 2+2 VPs are predominant.
However, Wenzhounese is more permissive of 2+1 VPs, as indicated by the
higher frequency of 2+1 VPs in this variety. This difference suggests that vio-
lating the syllabicity constraint is less severe in Wenzhounese. Furthermore,
the results of the production experiment are corroborated by the accept-
ability judgment data, which show that 2+1 VPs are highly unacceptable in
Mandarin (Duanmu et al. 2018) but less so in Wenzhounese (Xie to appear).

Figure 2: Comparing the production data in Mandarin and Wenzhounese. Each
column represents the relative frequency of 2+2 and 2+1 VPs.

The data outlined above are challenging for a theory that assumes binary
grammaticality. If such a theory considers 2+1 VPs ungrammatical in Wen-
zhounese, it cannot explain why the allegedly ungrammatical 2+1 pattern
can be produced much more frequently than its Mandarin counterpart. If the
theory concludes that 2+1 VPs are grammatical in Wenzhounese, it fails to
capture the facts that 2+1 VPs are significantly disfavoured. Therefore, the
data support the work by Asudeh (2001), Bresnan et al. (2001, 2007), Bres-
nan & Nikitina (2009), Clark (2004), Lowe & Belyaev (2015), inter alia, who
have demonstrated the need to integrate stochastic information into LFG.
One way of doing this is to use Stochastic Optimality Theory (SOT), to be
discussed in Section 3.2.
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3 The analysis
The previous section presents quantitative evidence that the syllabicity con-
straint is stronger in Mandarin but weaker in Wenzhounese. In Section 3.1,
I will argue that the syllabicity constraint results from phrasal stress, whose
placement can be captured in a purely phonological way. Therefore, there is
no need to posit a direct correspondence between syntax and phonology such
that verbs and objects are related to distinct phonological representations.
An anonymous reviewer correctly points out that such a direct correspon-
dence is theoretically possible, as LFG by design has a projection architec-
ture that allows different modules to exchange information (e.g., Kaplan
1995), which is also taken up by Butt & King (1998) in their modelling of
the syntax-phonology interface. Section 3.3 discusses this possibility, along
with potential theoretical issues raised by OT-LFG.

3.1 Phrasal stress
Previous research generally agrees that the syllabicity constraint is sub-
sumed under phrasal stress placement (e.g., Duanmu 2007, 2012; Feng 2011,
2019). According to Duanmu (2007: 146), phrasal stress is assigned as per
syntactic configuration:

(9) Non-head stress: In the syntactic structure [X, XP], where X is the
syntactic head and XP the non-head, XP should be stressed.

Non-head stress, together with two well-established metrical requirements
in (10), can account for the ill-formedness of 2+1 VPs.

(10) Metrical requirements (Duanmu 2012: 106)
a. Foot binary: A foot needs two syllables, i.e. (σσ);
b. Every stress represents a foot.

In a VP, phrasal stress falls on the object as per (9). The stress-bearing
object must correspond to a foot (10b), and this foot needs to be disyllabic
(10a). Therefore, we can see from (11) that 2+1 VPs have their phrasal
stress fallen on the monosyllabic object, which is too small to satisfy (10a).
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(11) Pattern Metrical structure
1+1 (σverb σobject)
1+2 σverb (σσ)object
2+1 (σσ)verb (σ)object
2+2 (σσ)verb (σσ)object

Non-head stress can be readily formalised in LFG by co-description. For
example, we can annotate a V1 phrase structure rule with p-structural de-
scriptions such that only the complement of V0 is specified for phrasal stress,
which is not unlike Bögel’s (2015: 79) analysis of NP-coordination. However,
such an analysis runs counter to the robust generalisation that usually only
edge information is relevant at the syntax-phonology interface (Selkirk 1986,
2011). Moreover, non-head stress is empirically flawed: it wrongly predicts
that when the object is not local in the VP, it is still subject to the syllab-
icity constraint (see Section 2 for the locality of this constraint), because
a displaced object is still the non-head. These problems can be avoided in
the double-tree model (Dalrymple & Mycock 2011; Dalrymple et al. 2019;
Mycock 2006; Mycock & Lowe 2013; Tamelan & Arka 2021), whose current
version assumes no direct correspondence between c- and p-structure.

In what follows, I propose a strictly modular analysis of the syllabic-
ity constraint via the Indirect Reference approach (Nespor & Vogel 1986;
Selkirk 1986). This approach holds that syntax does not have direct access
to phonology or vice versa. Instead, phonological rules refer to a universal
set of prosodic constituents, which are organised into the Prosodic Hierarchy
(Selkirk 2011: 437):

(12) Intonational Phrase (ι)

Phonological Phrase (φ)

Prosodic Word (ω)

Foot (Σ)

Syllable (σ)

In Mandarin andWenzhounese, two syllables form a foot (10b). A prosodic
word must contain a foot and optionally includes unfooted syllables such as
clitics (Anderson 2005; Lahiri & Plank 2022; Spencer & Luis 2012). Higher-
level categories can also be defined purely phonologically via phrase struc-
ture rules like (13), where A+ refers to one or more occurrences of A (Partee
et al. 1990: sect. 17.2).

(13) a. ι Ñ φ+

b. φ Ñ ω+
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The edges of prosodic words and higher categories may, but do not have
to, align with the edges of syntactic categories (X0 and XP, respectively).
This alignment is known as “Interface Harmony” in LFG, which requires a
syntactic label to match a phonological label at the locus of the string (Dal-
rymple et al. 2019: 417). As Mycock (2023) points out, Interface Harmony
may be formalised as optimality-theoretic Align or Match constraints,
which are faithfulness constraints calling for correspondence of one or both
edges of syntactic and prosodic units (Bellik et al. 2022; Ito & Mester 1999;
McCarthy & Prince 1993). For example, Match(XP, φ) requires a syntactic
phrase in the input to correspond to a phonological phrase in the output,
and Match(X0, ω) calls for the correspondence between a syntactic word
and a prosodic word (Selkirk 2011). Consider the VPs in (14a), all of which
instantiate the same c-structure (14b).

(14) a. ‘repair cars’ 2+1 2+2
Mandarin xiū.lǐ chē xiū.lǐ qì.chē
Wenzhounese sou.lei tsho sou.lei tChi.tsho

b. VP

V1

V

‘repair’

NP

N

‘car’

According to the Match constraints, we expect the VP and NP each
correspond to a φ in the p-structure, and the V0 and N0 each correspond to
an ω. Here, I assume that a non-branching φ (i.e. a φ which only dominates
one ω) is ruled out on principled grounds (Bennett et al. 2016: 189–190), so
the NP in (14b) is realised as an ω in the p-structure below: (15a) is for 2+1
VPs and (15b) for 2+2 VPs.

(15) a. φ

ω1

Σ1

σ

xiū
sou

σ

lǐ
lei

ω2

Σ2

σ

chē
tsho

b. φ

ω1

Σ1

σ

xiū
sou

σ

lǐ
lei

ω2

Σ2

σ

qì
tChi

σ

chē
tsho

Since phrasal stress distribution relates to phonology, it should refer to p-
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structure rather than c-structure to preserve modularity. The generalisation
is that phrasal stress falls on the rightmost prosodic word in a phonological
phrase, i.e. ω2 in (15). Since stress must be realised on a binary foot according
to (10), we can explain why (15a) is an illegitimate structure: Σ2 is too small
to host stress. Formally, the distribution of phrasal stress can be imposed
on (16a) with a template p_stress (cf. Dalrymple et al. 2004).

(16) a. φ Ñ ω+ ω
@p_stress

b. p_stress ” D(˛) = Σ ñ

(β´1(T (˛)) stress) = +

The symbol ˛ refers to a p-structure node (Dalrymple et al. 2019: 415),
D is a relation from a node to its daughter nodes, T is a relation from
a node to its terminal nodes (see Dalrymple et al. 2019: 413 for a similar
function), and β´1 is a relation from a p-structure node to a p-string unit.
The template p_stress annotated under the rightmost ω in (16a) functions
as follows. First, the T relation locates all the terminal nodes (i.e. syllables)
dominated by this ω and immediately dominated by a foot (Σ).4 Second,
the β´1 relation maps these syllables to their corresponding p-string units.
Third, the attribute-value pair [stress +] is assigned to these p-string units,
indicating phrasal stress.

To illustrate, a more articulated p-structure for (15b) is provided in (17),
where the p-string units [tChi] and [tsho] are mapped to syllables dominated
by the rightmost ω. As such, they are specified with [stress +], in contrast
to the p-string units [sou] and [lei].

(17) φ

ω

Σ

σ σ

ω

Σ

σ σ


fm sou

l
!

φ, ω,Σ
)

r tu



fm lei
l tu

r
!

ω,Σ
)



fm tChi
stress +

l
!

ω,Σ
)

r tu



fm tsho
stress +
l tu

r
!

φ, ω,Σ
)



β
β β β

Given the canonical VO order in Mandarin and Wenzhounese, (16a)
correctly predicts that phrasal stress by default falls on the object, which

4This prevents the illicit assignment of stress to unfooted syllables such as clitics.
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sits at the right edge of the φ corresponding to a VP. There is only reference
to phonological constituents, not to a syntactic non-head, so (16a) preserves
modularity. Moreover, (16a) captures the locality of the syllabicity constraint
(Section 2) without further stipulation: an ex-situ object is not final in φ,
so it is not the host of phrasal stress. As such, the syllabicity of an ex-situ
object is irrelevant to the well-formedness of the p-structure, so an ex-situ
object is not subject to the syllabicity constraint (compare (6a) and (6b)).

In short, this section formalises phrasal stress placement in phonology
proper. In such a setting, the syllabicity constraint stems from the con-
flict between phrasal stress and foot binarity: 2+1 VPs can only provide a
degenerate foot as the locus of phrasal stress. Although 2+1 VPs have an
ill-formed p-structure, they can still be detected in Wenzhounese, suggesting
that they are competing with 2+2 VPs. This competition can be captured
by the OT-LFG analysis in Section 3.2.5

3.2 Stochastic Optimality Theory
Most OT-LFG analyses (e.g., Belyaev 2013; Bresnan 2000, 2002; Lee 2004)
take a possibly underspecified f-structure as the input to computation, in-
cluding Lowe’s (2016) analysis of the syntax-phonology interface. However,
it is not always appropriate to take f-structure as the input for analysing
the syntax-phonology interface, because the relation between f-structure and
p-structure is at least mediated by c-structure (see, e.g., Bennett & Elfner
2019; Bögel 2024; Elordieta 2008; Mycock 2015 for overviews), and perhaps
by the s-string and p-string (Dalrymple et al. 2019: ch. 11).

To illustrate, the Irish examples in (18) have the same f-structure because
the displacement of leis ‘with him’ has no information-structural implication
(i.e., there is no additional discourse function in the f-structure), but they
do have different p-structures (Bennett et al. 2016: 205).

(18) a. Labharfaidh
speak.fut

mé
I

leis
with.him

ar
on

an Chlochán Liath
Dunloe

amárach.
tomorrow

‘I’ll speak to him tomorrow in Dunloe.’
b. Labharfaidh

speak.fut
mé
I

ar
on

an Chlochán Liath
Dunloe

amárach
tomorrow

leis.
with.him

‘I’ll speak to him tomorrow in Dunloe.’

Given that f-structure does not directly encode linear order, no plausible
faithfulness constraint can evaluate the correspondence between f-structure
and p-structure in cases like (18). Therefore, we need to postulate vari-
ous input–output relations within LFG’s parallel architecture, such as α Ñ

xα, βy and β Ñ xα, βy, where α and β can be any module (Mohanan &
Mohanan 2003: 313). For our purpose, (19) would be a feasible relation for

5See Dalrymple et al. (2019: 728) and Kuhn (2024) for overviews of OT-LFG.
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the syntax-phonology interface (see also Bögel 2015: sect. 4.3.2).

(19) c-structure Ñ xc-structure, p-structurey

The rest of this section models the competition between 2+1 and 2+2
VPs with SOT (Boersma 1997; Boersma & Hayes 2001), which differs from
standard OT (Prince & Smolensky 2004) in two ways. First, SOT extends
constraint dominance C1 " C2 " C3 in standard OT by assigning ranking
values r to constraints (Boersma & Hayes 2001: 47–48). Second, at each
evaluation, the permanent ranking values may be perturbed by a normally
distributed noise. The closer the two constraints, the more likely they are
affected by noise, e.g., C2 and C3 in (20), where the dashed lines represent
noise.

(20)

higher ranked lower ranked

C1 C2 C3

Unlike standard OT where constraint ordering is fixed in a grammar,
constraint ordering in SOT is determined by the disharmonies (dis) of con-
straints (Boersma 1997: 45):

(21) a. dis = r + rankingSpreading ˆ z, where
(i) r is the ranking value for a constraint,
(ii) rankingSpreading = 2, and
(iii) z is the noise with mean 0 and standard deviation 1.

b. dis1 ´ dis2 = r1 ´ r2 + rankingSpreading ˆ (z1 ´ z2)

Even if C1 has an intrinsically higher ranking value than C2 (i.e., r1 ą r2), it
is possible for C2 to outrank C1 at a particular evaluation (dis1 ´ dis2 ă 0)
when C2 is associated with a large noise (z2 ą z1).

Analysing the syllabicity constraint in Mandarin and Wenzhounese re-
quires the following OT constraints. The alignment constraint (22a) covers
the distribution of phrasal stress first set out in (16). The constraints in
(22b, c) are equivalent to the metrical requirements for the foot and stress
specified in (10). There should also be a lower-ranked constraint that levels
against 2+2 VPs, which I assume to be an economy constraint *Struc that
favours smaller p-structures than bigger ones.6

(22) a. Edgemost-R(Stress, φ): Stress lies at the right edge of the
phonological phrase (Prince & Smolensky 2004: 46).

6Principles of economy may be decomposed into independently motivated constraints
(Dalrymple et al. 2016; Gouskova 2003), which I leave for future research.
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b. FtBin: Feet are binary at some level of analysis (µ, σ) (Prince
& Smolensky 2004: 56).

c. StressÑΣ: Stress must be realised on a foot (cf. (10b)).
d. *Struc: For p-structures P1 and P2, assign a violation mark

to P1 if it has more nodes than P2.

For analytical convenience, I only compare 2+2 and 2+1 VPs. Assume
that the input to the OT computation is the c-structure [VP V NP] and the
output candidates are p-structures. The ranking in (23) predicts 2+2 VPs
to be the optimal candidate.7

(23) Constraint ranking
Edgemost-R(Stress, φ) " FtBin; StressÑΣ " *Struc

The competition is demonstrated in Tableau (24), where the subscripted S
is shorthand for phrasal stress.

(24) Input: [VP V NP] Edgemost-R FtBin StressÑΣ *Struc
a. φ

ω

Σ

σ σ

ω

ΣS

σ σ

***

b. φ

ω

Σ

σ σ

ω

ΣS

σ

*! **

c. φ

ω

Σ

σ σ

σS

*!

d. φ

ω

ΣS

σ σ

σ

*!

The p-structures in (24b, c, d) correspond to 2+1 VPs. We can see that
(24c, d) have the most economical structure, but (24c) incurs a fatal viola-
tion of StressÑΣ because a syllable rather than a foot bears phrasal stress.
Stress in (24d) falls on a foot, but this foot is not φ-final, thus violating the
undominated Edgemost-R constraint. Although (24b) is more economi-

7I do not include Match(XP,φ) here, but it should be undominated in (23).
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cal than (24a), it violates the higher-ranked FtBin constraint. As a result,
(24a), which corresponds to 2+2 VPs, is the optimal candidate.

In SOT, the default ranking in (23) must be maintained to ensure that
both Mandarin and Wenzhounese disfavour 2+1 VPs. The fact that the
syllabicity constraint is stronger in Mandarin than in Wenzhounese can be
captured by assigning different ranking values to FtBin and *Struc. The
ranking value difference, rFtBin´r*Struc, is much larger in Mandarin than in
Wenzhounese, so the situation where disFtBin ´ dis*Struc ă 0 (i.e., *Struc
outranks FtBin) is less likely to occur in Mandarin than in Wenzhounese.
Finally, the ranking value for Edgemost-R(Stress, φ) should be high enough
such that it will never be outranked despite the noise. I propose the following
ranking values for these constraints:

(25) The ranking values for each constraint
Edgemost-R FtBin StressÑΣ *Struc

a. Mandarin 80 55 55 50
b. Wenzhounese 80 50.8 50.8 50

Using the pracma package (Borchers 2022) in R (R Core Team 2022), we
can simulate SOT constraint evaluation (in particular between FtBin and
*Struc), which is impacted by a normally distributed noise. For Mandarin,
a simulation of (25a) with 100 trials shows that *Struc outranks FtBin
only in 2% of the trials, which matches the results demonstrated in the
second column of Figure 2.8 For Wenzhounese, a simulation of (25b) with
100 trials predicts that *Struc outranks FtBin in 30 trials. This is in line
with the results demonstrated in the third column of Figure 2, where 2+1
VPs are chosen over 2+2 VPs in 31.25% of the cases.

Note that the juxtaposition of Mandarin and Wenzhounese in (25) does
not mean that these languages must be constrained together in the analy-
sis or that candidates generated by the Mandarin grammar would compete
with candidates generated by the Wenzhounese grammar. Instead, the re-
lation between (25a) and (25b) is similar to the relation between Lummi
and English described in Bresnan et al. (2001), where a constraint is hard
in one language and soft in the other. Such a relation is beyond the facto-
rial typology of Standard OT, so it justifies the incorporation of stochastic
information into the grammar.

In sum, the simulated data confirm that SOT can successfully generate
results that match the frequency of production and correctly capture the
difference of the syllabicity constraint in Mandarin and Wenzhounese. In the
next section, I discuss theoretical issues raised by an OT-LFG approach to
the syntax-phonology interface, given the strict modular view that I adopt.

8One can easily simulate the results that include derived disyllabic verbs (the first
column of Figure 2) by assigning a smaller ranking value like 53.5 to FtBin. The R codes
for simulation are available in the Appendix.
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3.3 Modularity and the syntax-phonology interface
My analysis of the syllabicity constraint, which boils down to phrasal stress
assignment, assumes a strict version of modularity such that syntax and
phonology are incommunicado. The only point of interface is the string,
where s-string labels and p-string labels may be required to align as per
Interface Harmony (Dalrymple et al. 2019: 417). However, it is important to
note that modules in LFG are “just units of description” (Kuhn 2007: 614),
rather than informationally encapsulated computational systems à la Fodor
(1983). This means that an LFG interface does not serve to convert the out-
put of one module to the input of the next module (cf. Jackendoff 2000: 13).
In other words, an interface is formally the same as a module, i.e., a set of
constraints regulating the representations (Kuhn 2007). Therefore, positing
a correspondence function between c-structure and p-structure, as in Bögel
(2015) or Butt & King (1998), does not violate modularity from an LFG
perspective.

Nevertheless, as LFG has shifted from a syntactic theory to a general
grammatical architecture (e.g., Asudeh & Siddiqi 2024), it is necessary to
examine whether this projection architecture at the syntax-semantics side
could be readily extended to the phonology side. For example, verbal/clausal
features like tense and aspect are relevant to syntax for agreement and to
semantics for interpretation, and this exchange of information is naturally
encoded by the correspondence functions between these modules. By con-
trast, other than their idiosyncratic association with sound in the lexicon,
these features play no role in phonology. This suggests that the modules
at the syntax-semantics side are part of a macro-module, to which phonol-
ogy does not belong. More generally, LFG modules share with Fodorian
modules the defining feature of domain specificity, i.e., each module only
“responds to stimuli of a particular class” (Coltheart 1999: 118), which pre-
vents tense and aspect from being represented in phonology.9 This is also
why Bögel et al.’s (2009) approach to the syntax-phonology interface must
be questioned: they propose to include prosodic boundary information in
c-structure, so the resulting representation is no longer domain specific (see
Bögel 2024 for further comments on this approach).

Given this strict view that syntax and phonology are incommunicado,
one may question the legitimacy of an optimality-theoretic approach to the
syntax-phonology interface, because OT’s global evaluation potentially al-
lows syntax and phonology to interact (Scheer 2011). I address this concern
by discussing first faithfulness constraints and then markedness constraints.

9One may wonder if grammatical tones (e.g., Grimm 2023; Sande 2023) undermine
domain specificity. They do not, because the association between tones and grammatical
features is lexical. For example, a language may encode past tense with a suffix -ed or a
high tone. The major difference lies in the exponence (segmental vs. suprasegmental), but
neither implies that phonology is directly sensitive to syntax.
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Faithfulness constraints like Align-L/R(XP,φ) and Match(X0,ω) eval-
uate to what extent p-structure is isomorphic with c-structure (Section 3.1).
According to Scheer (2012: 69), these correspondence constraints are not
domain specific because they convert syntactic constituency to phonological
constituency (emphasis mine). Moreover, the fact that these constraints can
be interspersed with purely phonological constraints (e.g., FtBin in (22b))
means that the intermodular conversion is done in phonology, which de-
stroys the modular architecture (Scheer 2008: 173). Bögel (2015: 193) voices
a similar objection against Lowe’s (2016) OT-LFG account for endoclisis.10

However, the points that Scheer makes are biased because his model
of the syntax-phonology interface crucially relies on a Minimalist syntax,
where syntax is the sole module with generative power and phonology only
interprets information sent from syntax (Newell 2021; Scheer 2023; Heather
Newell, p.c.). In such a model, it is natural to speak of conversion because
prosodic units owe their existence to the correspondence constraints (cf.
Selkirk 2009: 40): “prosodic constituency is first created by mapping; phono-
logical rules then make reference to the prosodic structure” (Scheer 2012: 68).

These Minimalist assumptions do not carry to LFG, where the mod-
ules are descriptive, not computational (Kuhn 2007). Therefore, just as f-
structure is in no sense derived from c-structure, p-structure is also inde-
pendent of c-structure (see Wheeldon & Lahiri 2002; Wynne et al. 2018 for
psycholinguistic evidence). Align and Match constraints should be inter-
preted as relating pre-established linguistic objects, rather than converting
one type of object to another. As such, they are similar to the familiar
correspondence functions in LFG’s parallel architecture, although Align
and Match restrict the exchange of information to the edge of syntac-
tic/prosodic categories.11

The discussion above establishes the idea that faithfulness constraints,
which govern the correspondence between inputs and outputs, can refer to
information from different modules without violating domain specificity. By
contrast, markedness constraints that refer to both syntactic and phono-
logical information are usually motivated to analyse linguistic phenomena
that appear to violate domain specificity. A notable example is category-
specific effects, by which words of distinct syntactic categories (typically
nouns vs. verbs) have asymmetrical phonological behaviours (Smith 2001,
2011). In some Panoan languages, for instance, underlyingly underspecified

10Strictly speaking, this concern does not apply to the double-tree model that Lowe
(2016) adopts, because the OTs constraints target labels of linguistic objects rather than
linguistic objects per se. For the sake of generality, the point I make is that, even without
labels, correspondence constraints are unproblematic for domain specificity.

11We can also compare Align andMatch constraints to the function f(x) = 2x (x P N),
which establishes the correspondence between a natural number and an even number. Since
the output of f(x) is always a natural number, the set of natural numbers N is closed under
f . In the same vein, we can assume that the set of linguistic objects is closed under Align
or Match, in the sense that these constraints do not create new objects.
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consonants occur as coronals when they are part of verbs, and they surface
as non-coronals when they are part of nouns or adjectives (Elias-Ulloa 2021).
Given that lexical category appears to govern the realisation of these conso-
nants, Elias-Ulloa (2021: 19) proposes to append phonological markedness
constraints with syntactic information, partially listed in (26).

(26) a. *Labial]Verb: Assign a violation mark for each labial conso-
nant that occurs at the end of a verb form.

b. *Coronal]Verb: Assign a violation mark for each coronal
consonant that occurs at the end of a verb form.

These constraints evaluate verb forms based on their phonological features,
so they are not domain specific. Whether such constraints are legitimate
depends on the nature of category-specificity.

One possibility is that ostensible category-specific effects do not require
phonology to directly refer to syntactic information. Suppose that verbs and
nouns are encoded with distinct phonological representations in the lexicon,
and it is these phonological representations, rather than lexical categories per
se, that trigger asymmetrical phonological behaviours (cf. Faust & Scheer
2023; Newell 2021). Under this modularity-preserving view, constraints like
(26) are due to misanalysis and should therefore be prohibited. One may
ask why verbs and nouns receive different phonological encoding in the first
place. A tentative speculation is extra-linguistic force: nouns are less pre-
dictable than verbs, especially when the former is a complement of the latter
within a VP, which makes nouns more informative than verbs (cf. Shannon
1948), which in turn makes nouns a preferred target for stress (Duanmu
2007: 144; see also non-head stress in (9)). Given the well-established ob-
servation that stress prevents lenition (Scheer & Szigetvári 2005), the above
speculation naturally explains why nouns are more likely to maintain phono-
logical contrasts and resist phonological neutralisation than verbs are (Smith
2001).

Another possibility is that category-specific effects are real, in the sense
that at least some data defy fully domain-specific analyses. In this scenario,
constraints like (26) are necessary and the strict modular view that this pa-
per adopts needs to be relaxed. However, it is curious that phonology only
refers to major lexical categories and perhaps also the argument-adjunct dis-
tinction (Chen 1987), but never to syntactic information like raising verbs
(say *Labial]RaisingVerb) or intermediate projections X1, which is the-
oretically possible. This implies that domain specificity is the norm (as en-
visaged in the double-tree model) but might be violated in a limited way,
which calls for domain-general markedness constraints in OT-LFG. Even
under this possibility, we need to note that modularity violation is not due
to OT’s global computational system, but to markedness constraints that
refer to multi-modular information.
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4 Conclusion
In Mandarin and Wenzhounese, a syllabicity constraint penalises syntacti-
cally well-formed 2+1 VPs. Although this constraint appears sensitive to
the distinction between verbhood and objecthood, I have shown in Section
3.1 that a purely phonological analysis is possible and empirically desirable.
One aspect that standard LFG cannot explain is the fact that the syllabicity
constraint is stronger in Mandarin but weaker in Wenzhounese (Section 2),
so I propose to combine SOT with LFG to capture the gradient effect of the
syllabicity constraint (Section 3.2).

Following the double-tree model for the syntax-phonology interface (e.g.,
Dalrymple et al. 2019), my proposal for the syllabicity constraint does not
assume any direct correspondence between syntax and phonology. This view
deviates from LFG’s projection architecture, under which we can easily posit
a c-to-p-structure correspondence function (cf. Bögel 2015; Butt & King
1998), but I think this strictly modular view is worth pursuing for at least
two reasons. On the one hand, it acknowledges the fact that syntax and
phonology are fundamentally different. As such, it invites us to disentangle
the information coming from these modules (as in my purely phonological
analysis of phrasal stress) before proposing a less restrictive analysis where
phonology could refer to syntactic information or vice versa (as in the rule
of non-head stress). On the other hand, its adherence to domain specificity
is supported in the wider context of cognitive science (Coltheart 1999; Reiss
2007; Scheer 2020).

However, there has been a concern that OT’s global computational sys-
tem might violate the purported strict modularity through the back door
(Bögel 2015; Scheer 2011). In Section 3.3, I argue that this concern is rooted
in Minimalist syntax and does not apply to constraint-based frameworks like
LFG. In particular, faithfulness constraints (e.g., Align and Match) are
essentially optimality-theorised correspondence functions rooted in standard
LFG (e.g., the ϕ function from c- to f-structure), and they do not violate
modularity as Scheer (2008, 2011, 2012) has claimed. This not withstand-
ing, markedness constraints that simultaneously refer to phonological and
syntactic information do violate domain specificity, and their legitimacy de-
pends on whether the related phenomena (notably category-specific effects)
can be reanalysed in a purely syntactic or phonological fashion.

Overall, the strictly modular analysis of the syllabicity constraint opens
discussion of LFG’s projection architecture when it comes to the incorpora-
tion of the phonological component. Furthermore, the stronger/weaker effect
of the syllabicity constraint in Mandarin and Wenzhounese contributes to
the SOT-LFG framework by showing that gradience is required not only in
syntax (Asudeh 2001; Bresnan et al. 2001, 2007; inter alia) but also at the
syntax-phonology interface.
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A SOT computation simulation
A.1 Mandarin
#Load the pracma package

install.packages('pracma')
library(pracma)

#Generate two random values (z1, z2) that are normally distributed
set.seed(1)
z1 <- rnorm(100, mean=0, sd=1)
z2 <- rnorm(100, mean=0, sd=1)

#FtBin = 55, *Struc = 50
dis1 <- 55 + 2*z1
dis2 <- 50 + 2*z2

#Put z1, z2, dis1, and dis2 to a dataframe named 'Mandarin'
Mandarin <- data.frame(z1,z2,dis1,dis2)

#Create a new column named 'outrank'
Mandarin$outrank <- c(dis1 > dis2)

#Count the numbers of TRUE and FALSE
#If dis1 > dis2 = FALSE, C2 (*Struc) outranks C1 (FtBin)

count(Mandarin, outrank)

A.2 Wenzhounese
#Generate two random values (z1, z2) that are normally

set.seed(1)
z1 <- rnorm(100, mean=0, sd=1)
z2 <- rnorm(100, mean=0, sd=1)

#FtBin = 50.8, *Struc = 50
dis1 <- 50.8 + 2*z1
dis2 <- 50 + 2*z2

#Put z1, z2, dis1, and dis2 to a dataframe named 'Wenzhou'
Wenzhou <- data.frame(z1,z2,dis1,dis2)
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#Create a new column named 'outrank'
Wenzhou$outrank <- c(dis1 > dis2)

#Count the numbers of TRUE and FALSE
#If dis1 > dis2 = FALSE, C2 (*Struc) outranks C1 (FtBin)

count(Wenzhou, outrank)
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