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Abstract

This paper introduces a new way to integrate gradient language redundancy
effects and their acoustic correlates in LFG. Based on data from a production ex-
periment that showed how semantic priming and lexical frequency affect target
word duration, the approach models the inverse relationship between language re-
dundancy and acoustic redundancy, with p-structure as a pivotal point between
grammar and signal. To this end, all redundancy measures are re-scaled to a com-
mon, meaningful scale, while their gradient nature is retained as part of the system.
The result not only allows for gradient data to be integrated into the architecture of
LFG, but also for the prediction of concrete acoustic measures, thus taking a large
step towards the modelling of the phonology-phonetics interface and the genera-
tion of spoken language.

1 Introduction

Work in LFG and other frameworks has seen an increased necessity to capture mea-
sures of language redundancy in order to account for the preferences speakers have for
a particular structure or form (e.g., Bögel 2021; Bresnan 2023).† To reflect the probabil-
ities of specific syntactic structures in LFG, for instance, violable ‘soft’ OT(-inspired)
constraints can be used to rank several possible structures according to, e.g., syntactic
frequency (a.o., Frank et al. 1998) or prosodic input (Butt et al. 2017; Bögel 2020).
Similarly, computational approaches have used corpora-based frequency measures to
pre-process multiple parses (Cahill et al. 2007). Modelling spoken language, however,
remains work in progress due to its often gradient nature, its variability and the lack of
reliable and consistent acoustic cues.

One way to approach this problem is to capture speaker preference and the pre-
dictability of specific linguistic items by means of language redundancy measures eli-
cited from different modules of grammar, and to relate these measures to specific acous-
tic realisations (cf. Turk 2010). This relationship between language redundancy and
phonetic/phonological parameters has only recently received some attention in LFG.
Bresnan (2023), for example, discussed form-reduced verb-pronoun sequences in En-
glish (get them vs. get’em) and proposed Lexical Sharing (Wescoat 2002) to account for
the verb-clitic combinations, and Bögel (2021) discussed different pronominal forms
in Swabian with respect to lexical i-structure constraints (see Section 4 for a detailed
discussion).

In this paper, we propose a new model to account for reduction phenomena based
on language redundancy which includes, but also goes beyond the categorical reduction
phenomena discussed in Bögel (2021) and Bresnan (2023). Based on the data from
a production experiment on semantic priming and lexical frequency, and their effects
on durational measures (Freiseis et al. 2024), we show how gradient measures can be
modelled in LFG.

†This work was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)
as part of the DFG-AHRC cooperation with project BO 3388/4-1 ‘Prosodic structure at the interface
between language and speech’ in cooperation with Alice Turk and Catherine Lai, University of Edinburgh.
We would like to thank the PhonLab, part of the core facilities LingLab at the University of Konstanz, for
the use of their recording facilities and the audience and reviewers of LFG’24 for their helpful comments.
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The paper is structured as follows: Section 2 outlines the relevant theoretical frame-
work, namely the Smooth Signal Redundancy Hypothesis and the Prosodic Interface
Hypothesis. Section 3 presents the production experiment on semantic priming which
provided the data for this paper. Section 4 discusses previous LFG-related approaches
to language reduction, before focusing on the problem of gradience, the inverse rela-
tionship between language redundancy and acoustic salience, and how this relationship
can be modelled at p-structure by means of semantic priming and lexical frequency.

2 Language redundancy and acoustic salience:
an inverse relationship

This paper follows the Smooth Signal Redundancy Hypothesis (henceforth SSRH; Aylett
2000; Aylett & Turk 2004, 2006; Turk 2010), which assumes signal redundancy, i.e.,
the recognition likelihood of different linguistic items (Turk 2010: 228), to be evenly
(smoothly) spread throughout the utterance to ensure robust and efficient communica-
tion between interlocutors (cf. Lindblom 1990; Shannon 1948). Signal redundancy is
determined by the inverse relationship between a) language redundancy, i.e., the recog-
nition likelihood based on, e.g., lexical, syntactic, semantic or pragmatic factors, and
b) acoustic redundancy, i.e., the recognition likelihood based on acoustic salience fac-
tors, e.g., duration or fundamental frequency (f0). Linguistic items with high language
redundancy values like frequent words, preferred syntactic structures, or contextually
predictable items, would thus result in low acoustic redundancy measures, with shorter
durations and smaller pitch/f0 excursions. Conversely, if language redundancy is low
(e.g., as it is with infrequent or unpredictable content words), acoustic salience is pre-
dicted to be high, with longer durations and larger pitch excursions (a.o., Bell et al.
2009, 2003; Aylett & Turk 2004, 2006; Bush 2001; Jurafsky et al. 2001; Pluymaekers
et al. 2005a,b; Watson et al. 2008; Lam & Watson 2010).

It has further been proposed that this inverse relationship between language redun-
dancy and acoustic salience is mediated via prosodic structure (see Figure 1).

Figure 1: A representation of the SSRH and the PIH (modified from Turk & Shattuck-
Hufnagel 2020: 191)
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The Prosodic Interface Hypothesis (PIH) proposes that language redundancy effects
are mostly realised at prosodically prominent sections of a given domain (e.g., word
and phrasal stress; Aylett & Turk 2004, 2006), and at prosodic boundaries (Turk 2010),
where the boundary-related intervals include the rhyme of the last syllable preceding the
boundary and the first onset consonant after the boundary (Fougeron & Keating 1997;
Turk & Shattuck-Hufnagel 2007; Dimitrova & Turk 2012). These two target areas in
prosodic structure should furthermore be affected by different language redundancy fac-
tors in a similar way; i.e., language redundancy factors such as syntactic preferences,
lexical frequencies, or bigram frequencies should all be realised by similar acoustic
indicators that are associated with the stressed syllables and/or boundary-adjacent in-
tervals, because these are the parts of words that are known to be affected by prosodic
prominence and boundaries.

Previous research on the relationship between language redundancy and acoustic
salience has been concerned with redundancy effects on the duration of words or mor-
phemes (Fowler & Housum 1987; Pluymaekers et al. 2005a; Bell et al. 2009; Lam &
Watson 2010; Kahn & Arnold 2012; Ibrahim et al. 2022b), segmental deletion/lenition/
strengthening (Malisz et al. 2018; Brandt et al. 2021; Ibrahim et al. 2022a), also with re-
spect to prosodic boundaries (Bögel & Turk 2019; Andreeva et al. 2020). Investigations
above the word level have involved syntactic probabilities (Watson et al. 2006; Levy
& Jaeger 2007; Tily et al. 2009), discourse mention, semantic relatedness, and focus
(e.g., Lieberman 1963; Balota et al. 1989; Watson & Gibson 2004; Watson et al. 2008;
Turnbull 2017).

Recent work by the authors and cooperation partners has been testing the assump-
tions made by the SSRH and the PIH regarding prosodic prominence and boundary
structure in English and German as elicited by duration and f0 values (Bögel & Turk
2019; Zhang et al. 2023; Zhao et al. 2024; Zhao Forthcoming). In this paper, we present
data from an experiment on semantic priming and lexical frequency (Freiseis et al.
2024) and demonstrate how the relationship between language redundancy and acous-
tic salience (in form of durational measures) can be integrated into the modular structure
of LFG.

3 Semantic priming experiment

Semantic priming describes the phenomenon that a word is processed more quickly if
preceded by a word that is semantically related. For example, if a subject is presented
with the prime job interview, they are likely to recognise the target word applicant faster
than when the target word is preceded by a semantically unrelated word (e.g., driver).
The semantic priming effect has been attested most notably in various lexical decision
tasks, where it was demonstrated that participants have shorter reaction times for primed
words than non-primed words (Balota et al. 1989; Foss 1982; Hoedemaker & Gordon
2017; Meyer & Schvaneveldt 1971).

Previous research also revealed an interactive effect between semantic priming and
lexical frequency (Becker 1979; Yap et al. 2009; Scaltritti et al. 2013). Becker (1979),
following Meyer & Schvaneveldt (1976), argues that semantic priming and increased
lexical frequency have a similar activation effect on the target word. As both semanti-
cally primed target words and target words with a high lexical frequency are more likely
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to be recognised, the effect of semantic priming is larger for low frequency words than
for high frequency words.

Following the SSRH, target words that are semantically primed are expected to be
more redundant, and thus less acoustically salient than non-primed words, and vice
versa. Since the SSRH assumes that language redundancy and acoustic salience are
mediated by prosodic structure, semantic priming effects are predicted at the boundaries
and on the stressed syllable of the target word. The following experiment focuses on
the interaction of semantic priming and lexical frequency, and its effect/influence on
duration at prosodic word boundaries.1 A more detailed discussion can be found in
Freiseis et al. (2024).

3.1 Methods

3.1.1 Materials

The materials included 22 sentence pairs in Standard German. In each pair, identical
target words were presented in either a priming context (i.e., where the target word was
primed) or a non-priming context (i.e., where the target word was not primed). Target
words and their lexical frequencies were determined using WebCelex’ database (Baayen
et al. 2001), and lexical frequency measures for the chosen target words were addition-
ally confirmed using hit numbers of the Google search engine. Table 1 illustrates the
thresholds that were used for target words of low and high frequency.

frequency WebCelex Google
high > 110 > 60 million
low < 60 < 10 million

Table 1: Thresholds for target words with high or low lexical frequency

The two groups each included six target words which were used for the statistical anal-
ysis on the interaction between semantic priming and lexical frequency. The remaining
10 words between these thresholds were disregarded for the statistical analysis on the
interaction, but were still included for the general analysis on semantic priming.

Following the predictions made by the SSRH and the PIH, the acoustic effects re-
lated to semantic priming and lexical frequency are expected to occur at the boundary-
related intervals, i.e., at the interval including the rhyme of the previous word and the
onset of the target word, and the interval including the rhyme of the target word and the
onset of the following word (see Table 2). In order to guarantee segmentation reliabil-
ity and comparability of the boundary-related intervals, only target words with plosive
onsets were selected. The targets’ final syllables were either -en, -er, -in, or -or. All
target words consisted of three syllables and stress on the second syllable. To better
distinguish potential priming effects on prosodic boundaries from effects on prosodic

1The materials used in this study were not suitable for testing effects on the stressed syllable. This
would have required segment comparability of the stressed syllable in addition to the comparability of
the boundary-related intervals, which makes it difficult to find suitable target words that also fit the fre-
quency requirements. See Zhao et al. (2024) and Zhao (Forthcoming) for a study concerned with both the
prominent syllable and prosodic boundaries.
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prominence (i.e., the stressed syllable), lexical stress was avoided at the edges of target
words.

Target words were common nouns referring to groups of people (e.g., applicants,
pilots). 18 of the 22 target words appeared in their plural form, ensuring that each tar-
get had the same amount of syllables. The target words were preceded by the definite
articles die (the.FEM/PL) or der (the.MASC) and followed by the reflexive pronoun sich
(‘herself/himself/themselves’) and a verb. The contexts were designed with identical
sentence structures and an approximately equal number of syllables. The priming/non-
priming context occurred in the first part of the sentence, whereas the second part con-
tained the target word.

Each context sentence pair was used twice with an alternating combination of target
words and priming patterns. In the first context sentence, the first part of the sentence
was the priming context for the first target word, and the non-priming context for the
second target word. For the second context sentence, the order was reversed: The first
part of the sentence was the priming context for the second target word, and the non-
priming context for the first target word. Example (1) illustrates the material with the
target words Bewerber ‘applicants’ and Berliner ‘people.from.Berlin’. In the first sen-
tence, the priming context in the first part of the sentence is Vorstellungsgespräch ‘job
interview’, which primes Bewerber, but not Berliner. In the second sentence, the prim-
ing context is Branderburger Tor ‘Brandenburg Gate’2 which primes Berliner, but not
Bewerber. This resulted in two versions for each context sentence in (1) and a total of
four sentences for each target word pair.

(1) Sentence 1: Bewerber in a priming context, Berliner in a non-priming context
Um beim Vorstellungsgespräch zu punkten, mussten die Bewerber/Berliner sich behaupten
in.order at.the job interview to score.points have.to the applicants/Berliner themselves assert
‘In order to score points at the job interview, the applicants/people.from.Berlin had to assert themselves.’

Sentence 2: Berliner in a priming context, Bewerber in a non-priming context
Um dasBrandenburger Tor zu sehen, mussten die Bewerber/Berliner sich gedulden
in.order the Brandenburg Gate to see have.to the applicants/Berliner themselves be.patient
‘In order to see the Brandenburg Gate, the applicants/people.from.Berlin had to be patient.’

In order to confirm the priming relationship between context and target word, 18 native
speakers of German were asked to check the semantic relatedness via a questionnaire.
In the questionnaire, the 22 context sentence pairs were presented and participants were
asked to select the intended target from three options (including the primed target, the
non-primed target, and an unrelated third word). The intended primed target was chosen
in 98.48% of the cases, confirming the semantic relatedness between primes and target
words in the materials.

For the production experiment, two experimental lists were created from the 22
context pairs. Each target word only occurred once in each list, either in a priming or a
non-priming context, while each context sentence occurred twice, once with a primed
target and once with a non-primed target word. The priming context was always pre-
sented before the non-priming context, in order to prevent a weakening of the priming
context for the primed target and to avoid the creation of a context for the non-primed

2The Brandenburg Gate is a famous landmark in Berlin.
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target. Simultaneously, this design allowed for the weakening of the non-priming con-
text, which - for this experiment - was a desirable effect to ensure that the participant
perceived the context as a non-priming one.

3.1.2 Participants

21 German native speakers (mean age = 27, age range 18-30, 15 female and 6 male)
participated in the experiment, the majority of whom were students or employees re-
cruited at the University of Konstanz. Participants were randomly assigned to one of
the two experimental lists.

3.1.3 Procedure

The recordings took place in a soundproof studio at the University of Konstanz with
a condenser microphone (sampling rate 44.1 kHz, 16-Bit, stereo). For the experiment,
participants were seated in front of a screen and asked to read out the sentences. After
each sentence, the instructor clicked manually to display the next sentence. The proce-
dure took approximately 30 minutes and participants received compensation after the
recording.

3.1.4 Analysis

From the resulting 462 sentences, 32 sentences had incorrectly placed lexical stress
or showed pronunciation errors and were thus excluded, leaving 430 sentences for the
analysis. All sentences were first automatically annotated using MAUS (Kisler et al.
2017). The segmentation was then manually checked and adjusted in accordance with
the standard annotation criteria in Turk et al. (2006) using Praat (Boersma & Weenink
2023). Durations of the following six intervals were annotated and extracted: 1) the
rhyme of the last syllable of the preceding word (labelled as R prev); 2) the onset of the
target word (O); 3) the first boundary interval (B1) of the target, including the rhyme
of the last syllable of the preceding word and the onset of the target; 4) the rhyme of
the last syllable of the target (R); 5) the second boundary interval (B2) of the target
word, including the rhyme of the last syllable of the target as well as the onset of the
following word, which was the fricative /z/ for all sentences, and 6) the complete target
word. Table 2 illustrates a simplified version of the annotation scheme.

(d)ie b ewerb er s(ich)

R prev O – R –
B1 – B2

Table 2: Annotation scheme for the target word Bewerber ‘applicant’ (example (1))

3.2 Results

To assess the effect of semantic priming and lexical frequency on duration measures,
linear mixed effects regression models (lmer; Baayen et al. 2008; Kuznetsova et al.
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2017; R Core Team 2022) were used, with semantic priming and lexical frequency as
fixed factors and participants and items as crossed random factors.3

3.2.1 Semantic priming without lexical frequency

A general effect of semantic priming on duration could be established: Primed targets
were significantly shorter than non-primed targets in terms of durations of the whole
target words (beginning of onset to end of rhyme) (p < 0.001). Significant priming ef-
fects were also found at the following intervals: 1) Primed targets had a shorter onset
(O) than their non-primed counterparts (p < 0.05), 2) the rhyme of the last target syl-
lable (R) was shorter in the primed condition (p < 0.05), and 3) the second boundary
interval of the targets (B2) was shorter in the primed condition as well (p < 0.05). In
constrast, the first boundary interval B1 as a whole and the rhyme of the last syllable of
the previous word (R prev) did not exhibit any significant priming effect.

3.2.2 Semantic priming effects for frequent and infrequent items

In a second step, the interaction between lexical frequency and semantic priming was
calculated. To this end, respective subsets for both frequency and priming conditions
were made to take a closer look at the interaction (cf. Section 3.1.1/Table 1). We first
started with the semantic priming effects and analysed how the two priming conditions
affected frequent and infrequent words, respectively.

For the frequent items, no significant priming effects were found for word-initial
intervals. In contrast, for B2, primed targets were significantly shorter than non-primed
targets (p < 0.001). For R, the effects approached statistical significance (p = 0.057).
In contrast, infrequent items were significantly shorter at the beginning of the word
(R prev, O, B1) when primed (p < 0.001), but not at the end of the word (R, B2).

3.2.3 Lexical frequency effects for the primed and the non-primed condition

In order to gain another perspective on the interaction between lexical frequency and se-
mantic priming, a second set of lmer models focused on the effects of lexical frequency
on primed and non-primed target words.

The onset interval of primed targets yielded a significantly shorter duration for in-
frequent items than for frequent ones (p < 0.05). However, regardless of the priming
condition, longer duration was associated with lower lexical frequency towards the end
of the targets. Contrary to the results of the target-initial onset, infrequent targets had
longer B2 in both priming (p < 0.01) and non-priming condition (p < 0.05). The same
results were further attested in the sub-interval R (primed: p < 0.01; non-primed: p <
0.01). Figure 2 illustrates the reversed effects of lexical frequency on the onset and the
rhyme for the subset of primed target words exclusively.

3The following section is a condensed version of Freiseis et al. (2024). The reader is referred to this
paper for more details.

96



Figure 2: Onset and rhyme duration for the primed data indicating opposite effects of
lexical frequency in the word-initial onset and word-final rhyme

3.3 Discussion

The results establish an effect of semantic priming on word duration. The results are also
consistent with previous research on the interaction of lexical frequency and semantic
priming: The effects of semantic priming seem to be stronger with infrequent items (see
also Becker 1979; Yap et al. 2009). However, the results also indicated opposite effects
of lexical frequency on the different areas of primed targets (Figure 2), which is not
consistent with previous research.

We leave this unexpected observation on the interaction of lexical frequency and
primed data for further research (see Freiseis et al. (2024) for some hypotheses). In the
remainder of the paper, we will instead focus on the overall priming effects, which were
in accordance with the proposals made by the SSRH and the PIH: Semantic priming
resulted in shorter durations at the boundary-related intervals of the target words, while
non-primed target words featured longer durations. The following sections show, how
this gradient relationship between language redundancy factors and acoustic salience
can be modelled in LFG.

4 Language redundancy, acoustic salience, and LFG

The results from Section 3 show that language redundancy effects on acoustic salience
follow a predictable pattern: As described by the SSRH, there is an inverse relationship
between language redundancy and acoustic salience. For our purposes, we can predict
that if a lexical item is primed and/or frequent, then duration measures at the boundary-
related intervals will be shorter. Vice versa, if a lexical item is non-primed and/or infre-
quent then its durational measures will be longer. This ensures robust communication
between interlocutors, enhancing understanding where needed, and preserving energy
where possible.

An open question for LFG (and other frameworks) is how to integrate the regular
gradient measures of language redundancy in order to account for speaker preferences
and output form. Some previous LFG-related work used violable ‘soft’ OT(-inspired)
constraints (Frank et al. 1998) which rank several possibilities to indicate syntactic pref-
erences, also with reference to prosodic indicators (a.o., Butt et al. 2017; Bögel 2020).
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However, while LFG-OT constraints are useful to capture the choice between valid syn-
tactic structures, they nevertheless express categorical choices and are thus not suitable
to convey real gradience as it is given in the present data and in the relationship between
language redundancy and acoustic salience

Recent work by Bresnan (2023) analysed different forms of object pronouns follow-
ing verbs, i.e., the difference between get them and get’em. Based on Pierrehumbert’s
hybrid exemplar-based model of the mental lexicon (Pierrehumbert 2001), Bresnan fol-
lows the concept of ‘memory traces’ of language use. Memory traces include the pho-
netic forms and their probability distributions learned from the user’s experience. Bres-
nan groups these different forms into two categories, the full form them and the clitic
’em. As some of the verb-clitic combinations exhibit special meanings (e.g., go get’em
vs. get/grab them) and the clitic usually forms a prosodic word with its host, Bresnan
proposes Lexical Sharing (Wescoat 2002) as a solution to explain the close relationship
between verb and clitic in terms of language redundancy. Under this approach, reduc-
tion phenomena and/or phonological cliticisation are explained by assuming that the
clitic and its host form one lexical entry projecting to two syntactic nodes, as illustrated
in Figure 3.

Figure 3: Lexical Sharing as a solution for phonological reduction phenomena (Bresnan
2023: p.69, Figure 3)

The non-compositional meaning of some of the verb-clitic instances indeed points to-
wards lexicalisation. However, this does not imply that all instances of the clitic should
be subject to Lexical Sharing, in a similar way that, for example, bucket in the idiomatic
expression kick the bucket does not automatically share a lexical entry with all other
items it can occur with. With regard to the argument of prosodic wordhood, it has been
established that prosodic words can be smaller or larger than ‘lexical’ words, and that
this mismatch occurs quite frequently with complex morphological structures or func-
tion words (a.o., Booij 1984; Nespor & Vogel 1986; Inkelas & Zec 1990; Wheeldon
2000). Consequently, two words forming one prosodic word do not automatically im-
ply Lexical Sharing. In fact, a consequence of Bresnan’s approach would be that almost
every function word shares its lexical entry with the previous or the following word; a
possibility that would lead to infinite additional lexical entries which is not sustainable
in terms of efficiency.

An alternative approach to the distinction between pronominal full forms and clitics
was discussed in Bögel (2021), where the pronoun retains a separate lexical entry and
the prosodic reduction of the clitic form was linked to a) prosodic phrasing constraints,
and b) information structural constraints in form of focus and givenness. Under this ap-
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proach, the two forms reflect (redundancy) information from different modules of the
grammar; their final form is determined as part of p-structure. Figure 4 shows the two
possible Swabian 1st nominative singular pronoun forms: full form [i] and reduced form
[@].4 While [i] is a full prosodic word, [@] can only occur as an enclitic (=σ) similar to
the object pronouns discussed in Bresnan (2023). Both forms are associated to the same
s-form; their p-forms are distinguished based on whether the pronoun is marked for fo-
cus in i-structure, and on prosodic constraints internal to p-structure (e.g., the enclitic
cannot occur in the first position of an intonational phrase).

s-form p-form
PRON (↑ PRED) = ‘ich’ [i] SEGMENTS /i/

(↑ PERS) = 1 METR. FRAME ("σ)ω
(↑ CASE) = nom - - - -- - - - - - - - - - - - - - -- - - - - - - - - - - -
(↑ PRON) = pers [@] SEGMENTS /@/
(↑ NUM) = sg METR. FRAME =σ
... ¬(↑i FOCUS)

Figure 4: Lexical entries for the Swabian 1NomSg pronoun [i] and its reduced form [@],
modified from (Bögel 2021: 19)

This approach incorporates the well documented relationship between form reduction
and language redundancy constraints expressed by the SSRH and the PIH discussed in
Section 2: Prosodic structure regulates the inverse relationship between language re-
dundancy and acoustic salience. If language redundancy is low (i.e., the pronoun is in
focus), acoustic salience is high (i.e., the full form is applied) and if language redun-
dancy is high (i.e., the pronoun in its unmarked context) acoustic salience is low and the
reduced form is applied.

However, neither of these approaches, Bögel (2021) and Bresnan (2023), can ac-
count for gradient data. Pronouns are not considered to be gradient, but they usually
are assumed to encompass more than the two forms discussed above. For the pronoun
them, for example, this would include them, ’em, ’m, and ϕ, where the phonological
realisation has been tied to language redundancy, namely a ‘givenness’ scale (a.o., Bau-
mann 2006). This categorical scale of four forms already poses a problem for Lexical
Sharing, but could be integrated into the approach illustrated in Figure 4. Problematic
for both are the numerous cases where surface forms are reduced on gradient scales
and thus do not allow for a natural categorical classification. This paper tackles this
problem and introduces a new proposal to integrate gradient data into LFG, following
the assumptions made by the SSRH and the PIH on the inverse relationship between
language redundancy and acoustic salience, with prosodic structure as the pivotal point
between them.

4.1 Gradient data is expressed by gradient scales

The experiment discussed in Section 3 is concerned with two different language redun-
dancy factors: semantic priming and lexical frequency. For the statistical analysis, the

4See Section 4.3. for a brief overview on the multidimensional lexicon as proposed in Bögel (2015).
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two factors were treated as categorical: primed and non-primed, and high and low fre-
quency. However, this classification ignores the fact that both groups are also gradient
within the respective categories. Furthermore, the SSRH does not predict one duration
for all elements in one category, but a successive gradation in relation to the correspond-
ing language redundancy measures.

In order to obtain representative scales for the lexical frequencies and the semantic
priming measures of the experimental target words, we extended the methods that were
used to create the materials (see Section 3.1.1). For the raw lexical frequencies of our
target words, we used the German Wikipedia dataset of Projekt Deutscher Wortschatz
(PDW; Goldhahn et al. 2012).5 In order to sum lexical frequencies across inflected
forms, we tokenized the lemmatized dataset with SpaCy (Montani et al. 2023). For stop
word removal, we use a modified version of a stop word list for German (Savand et al.
2024).6

Within the 5 million Wikipedia sentences, there was a great variability between the
raw word frequencies. For example, benehmen ‘to behave’ occurs only 55 times, while
sehen ‘to see’ has a frequency count of 52205. Such differences will only increase
with larger corpora, with many infrequent words having low numbers and only a few
frequent words with high numbers (following Zipf’s law; Zipf 1936, 1949); a problem
that requires a solution before the data can be used in our model.

To measure semantic priming we used co-occurrence counts and positive point-
wise mutual information (PPMI) (Fano 1961; Church & Hanks 1990), which is high
for words that are closely related to each other and low for unrelated tokens, taking the
general frequency of a word and its likelihood to co-occur with other words into account
as well. The formula is provided in the equation in (2), where the PPMI measures the
association between two words x and y. The probability of the words co-occurring is
divided by the probability of each word occurring independently. The denominator thus
takes into account the lexical frequencies of the individual words. Closely related words
are those that co-occur more often than predicted under independence.

(2) PPMI(x, y) = max(log2
P (x, y)

P (x)P (y)
, 0).

Word frequencies and co-occurrence counts are required for the denominator and nu-
merator respectively. Both of these calculations were extracted from the German Wikipe-
dia dataset of the PDW with the same pre-processing techniques described above for
lexical frequencies. The co-occurrences were calculated at the sentence level. To do so,
a data frame was created which stored all the words in the corpus, their respective co-
occurring tokens and the number of co-occurrences for each of these pairs. Based on
the frequency counts and this data frame, we calculated the PPMI score between any
two words. Similar to the Zipf distribution for lexical frequencies, the PPMI score dis-
tribution is also skewed. Most words do not co-occur with each other, resulting in 0.0

5Lexical frequencies do not necessarily represent a specific participant’s familiarity with different
words, but they provide a good approximation for a majority of the population.

6This particular list was chosen and extended because the ones offered by common libraries like SpaCy
or NLTK (Bird et al. 2009) are too extensive for our cause, and would exclude words that we deem impor-
tant for the calculations.
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PPMI scores for the majority of word pairs.
As mentioned above, we only focus on onset closure durations (O-values) of the

word-initial plosives from the experiment described in Section 3 for demonstration pur-
poses, but the method can easily be extended to all other target areas. For the onset
duration scale we extracted all onset measures from the experimental production data,
excluding any outliers beyond the interquartile range.

For the research question discussed in this paper we thus have three gradient scales
that express different measures of language redundancy and acoustic salience:

• lexical frequencies: 0 to millions of occurrences

• semantic priming: 0 to millions of co-occurrences

• onset closure duration: 0.02 to 0.102 seconds

With other language redundancy factors, different target areas, or further acoustic cues
(e.g., f0 in Hertz instead of duration in seconds), there are potentially many more scales
expressing the gradient nature of the data, with many of them being non-linear. There
are thus two problems that need to be solved with regard to gradient data: 1) How can
we relate the different scales of - in our case - semantic priming in form of PPMI scores,
lexical frequencies, and onset closure durations? And 2) how can we meaningfully in-
tegrate these measures into a formal model of grammar?

4.2 Normalising and modelling the inverse relation

In order to curtail the non-linear scales and to map these different measures onto a sin-
gle scale, we applied logarithmic normalisation to the raw occurrence counts, duration
values, and PPMI scores. The log-transformation represents all measures on a scale be-
tween 0 and 1, while still capturing the gradient nature of the data, even if the original
data is heavily skewed (lexical frequencies and PPMI scores). In order to make all scales
comparable, we apply the log-transformation also to the duration values, even though
they are normally distributed. Example (3) shows the corresponding formula.

(3) log normalisation =
ln(value)− ln(minimum)

ln(maximum)− ln(minimum)

For the language redundancy factors of lexical frequency and semantic priming, this
subsequently means that values close to 1 represent a high language redundancy value.
Values close to 0 on the other hand indicate a low redundancy. For duration values,
scores close to 0 represent short durations, i.e., low acoustic salience, and numbers
close to 1 represent longer durations and thus high acoustic salience. The interpretation
of the scales is thus reversed: High scores on the language redundancy scale represent
frequent items, while high scores on the acoustic redundancy scale represent infrequent
items.

In order to model the inverse relationship between language redundancy and acous-
tic salience, and to predict the acoustic redundancy score during language production,
we subtract the log-normalised language redundancy value from 1 (the maximum log-
value an item can have) and receive the log-normalised acoustic redundancy value. This
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log-value can then be mapped back against the concrete acoustic values from the exper-
iment, in our case onset closure duration.

(4) 1– language redundancy (log) = acoustic redundancy (log)
→ onset closure duration (prediction in s)

To give a concrete example: The word Berliner has a raw lexical frequency value of
9610 occurrences which is normalised to the corresponding log-value of 0.827. Sub-
tracted from 1, the returned inverse acoustic redundancy value will be 0.173.

(5) 1 – 0.827 = 0.173

In a second step, the acoustic redundancy log-value is mapped against concrete onset
measures. As mentioned above, the onset closure durations collected as part of the ex-
periment were log-normalised as well. The log-value from example (5) corresponds to
the concrete value of 0.027 seconds in the onset closure duration data.

(6) 0.173 log-value ≈ 0.027 onset closure duration in seconds

The onset closure duration is rather short in this example, reflecting the high lexical
frequency of the word Berliner. Of course, it is unlikely that the predicted exact value
of 0.027 seconds is produced by a speaker uttering the word Berliner. There are many
factors influencing spoken language, with lexical frequency just being one of them.
However, we can predict that based on lexical frequency, the duration of onset closure
duration will be approximately 0.027 seconds.

To summarize, our approach allows us to transform the different raw value scales
of lexical frequency, semantic priming, and onset closure duration to a log-transformed
scale between 0 and 1. For language redundancy values, items with the value of 1 are
highly frequent/predictable and items with the value of 0 are infrequent/non-predictable
(with values in between trending towards one end of the scale). For duration measures,
the scales are reversed, in that a value of 1 represents a long onset closure duration, and
a value of 0 a short duration. The normalised scales then allow us to model the inverse
relationship between language redundancy and acoustic redundancy as illustrated in Ta-
ble 3.

word raw freq. language red. acoustic red. onset clos.dur
Berliner 9610 0.827 1 – 0.827 0.173 0.027

Table 3: Modelling the inverse relationship between language redundancy and acoustic
redundancy by means of normalised log-scales for the word Berliner

This approach allows us to effectively calculate realistic acoustic values based on lan-
guage redundancy values. The next sections discuss how these values can be modelled
in LFG with p-structure providing the pivotal point between language redundancy and
acoustic redundancy as predicted by the PIH.
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4.3 Recap: The prosody-syntax interface (Bögel 2015)

The new proposal introduced in this paper is based on the syntax-prosody interface
model developed in Bögel (2015), which assumes two levels of information exchange
between c-structure and p-structure: 1) The transfer of vocabulary which exchanges
phonological and morphosyntactic information of lexical elements via the multidimen-
sional lexicon, and 2) the transfer of structure (♮) which exchanges information on syn-
tactic and prosodic constituency, and on intonation. The model distinguishes between
comprehension (i.e., parsing; from form to meaning) and production (i.e., generation;
from meaning to form), slightly altering communication at the interface in each case.7

During comprehension, information from the speech signal feeds into p-structure; dur-
ing production, information from p-structure forms the basis for the speech signal/the
utterance. Figure 5 illustrates.

↕

production

↓

↑
comprehension

Figure 5: The prosody-syntax interface as proposed in Bögel (2015)

The multidimensional lexicon associates morphosyntactic (s-form) and phonological
information (p-form) on lexical elements and projects them to their respective struc-
tures (c-structure or p-structure). Figure 6 shows the (simplified) lexical entries for the
noun Bewerber ‘applicant’ and the determiner die ‘the’.

concept s-form p-form
APPLICANT N (↑ PRED) = ‘Bewerber’ SEGMENTS /b @ v E K b 5/

(↑ NUM) = {sg | pl} METRICAL FRM (σ"σσ)ω
DETERMINER D (↑ PRED) = ‘die’ SEGMENTS /d i/

(↑ NUM) = {sg | pl} METRICAL FRM σ

Figure 6: (Simplified) lexical entries for die and Bewerber

Next to the (semantic) concept and the morpho-syntactic s-form, each lexical entry also
contains information on its phonological representation in p-form. This includes the
segments and the metrical frame, which contains the number of syllables, information
on lexical stress, and whether the entry itself is a prosodic word (Bewerber) or not (die).

7See Bögel (2020) for a detailed example, and Bögel (2023) for a discussion.
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Each lexical dimension can only be accessed by the related module, i.e., p-structure can
only access information from the p-form, and c-structure can only access information
from the s-form. At the same time, the lexicon also has a translation function: Once a
dimension is triggered, the related dimensions can be accessed as well. During compre-
hension, the input from the speech signal is matched against the lexicon’s p-form until
a match is made and the s-form becomes available for processing. During production,
information on a particular s-form is passed from the grammar to the lexicon, and the
associated p-form becomes available to p-structure.

The model proposed in this paper is discussed from the perspective of production,
i.e., how semantic priming and lexical frequency effects are realised as part of the acous-
tic signal. P-structure is represented by the p-diagram, a syllablewise representation of
the speech signal over time. During production, the p-diagram consists of two levels, the
lexical level with information from the lexicon’s p-form, and the interpretation level,
which, e.g., contains information on c-structure constituents translated into prosodic
constituents. The p-diagram in Figure 7 contains the string ... mussten die Bewerber ...
from example (1).

Figure 7: A (simplified) p-diagram during production for the string ... mussten die
Bewerber ... (example (1))

For each word, the p-diagram stores the syllables, the segments, lexical stress, and
prosodic frame as defined in the lexicon. In addition, further information on high and
low tones and on larger prosodic units (here the start of an intonational phrase (ι)) are
added based on the lexical information and information from the grammar.8 This initial
p-diagram includes the basic phonological information, which is then further adjusted
according to language specific prosodic rules and principles. However, so far – and in
contrast to the model in comprehension – the production model does not yet include an
interface to phonetics (i.e., the actual speech signal), and it does not provide a means to
express language redundancy and its inverse relationship with acoustic salience.

4.4 Modelling language redundancy in LFG: a new proposal

Section 4.2 showed how different factors of language redundancy and acoustic redun-
dancy can be normalised on one scale, and how their inverse relationship can be ex-
pressed. This section demonstrates how redundancy measures can be integrated into
LFG and how p-structure can be used as a pivot between grammar and signal, using the
proposal of Bögel (2015) as discussed in Section 4.3.

8Further information is left out in order to simplify the discussion.

104



In order to integrate lexical frequencies, the multidimensional lexicon is extended to
include a redundancy section as illustrated in Figure 8 for the words Berliner, Bewerber
and Vorstellungsgespräch from example (1).9

s-form p-form redundancy
N (↑ PRED) = ‘people.from.Berlin’ P-FORM [bEKli:n5] lex.freq: 0.827

(↑ NUM) = pl METR. FRAME (σ"σσ)ω
s-form p-form redundancy
N (↑ PRED) = ‘applicants’ P-FORM [b@vEKb5] lex.freq: 0.579

(↑ NUM) = pl METR. FRAME (σ"σσ)ω
s-form p-form redundancy
N (↑ PRED) = ‘job interview’ P-FORM [fo:5StElUNsg@SpKE:ç] lex.freq: 0.18

(↑ NUM) = sg METR. FRAME ("σσσσ"σ)ω

Figure 8: Lexical entries for the words Berliner, Bewerber and Vorstellungsgespräch,
including log-transformed lexical frequency values

These values become available to p-structure during the transfer of vocabulary. To this
end, the p-structure is extended to include a redundancy level which stores the lexi-
cal frequency value for all the syllables associated with that lexical entry. This input
to p-structure is further processed to calculate the corresponding measure of acoustic
salience. Figure 9 demonstrates this process for the word Bewerber ‘applicant’.

Figure 9: Prosodic structure as the pivotal point between language redundancy and
acoustic redundancy for Bewerber ‘applicant’

Once the log-value of the acoustic salience is established, it can be mapped to a concrete
acoustic value as part of the p-structure-phonetics interface. This can be the concrete
onset closure duration (which in this case would be 0.04 s), but it could also be mapped
against any other acoustic value associated with the target word (overall and further
partial duration values, f0 values, etc.). The acoustic salience measure thus forms an

9The redundancy section in this example only contains the lexical frequency measures. Further mea-
sures could, e.g., be syllable bigrams which have also been shown to have an effect on acoustic salience.
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abstract representation for a number of phonetic realisations while at the same time
allowing for their gradient nature to be captured as well.

Semantic priming is different from lexical frequency as it does not express the ac-
tivation of an isolated word, but the relationship between two different words. This
network between words is also part of the mental lexicon, but not part of a single lexical
entry’s redundancy level. Figure 10 shows the semantic priming measures (i.e., the log-
normalised PPMI values from the corpus) between single lexical entries in blue. The
numbers indicate a strong priming relationship between ‘applicant’ and ‘job interview’
(0.963) and no priming relationship between ‘job interview’ and ‘Berliner’ (0). In p-
structure, semantic priming measures are added to the new redundancy level.10 As it is
the case with lexical frequency, semantic priming measures can be inversely correlated
with the log-value for acoustic redundancy (0.037 in Figure 10).

Figure 10: Calculated measures of semantic priming, lexical frequency, and acoustic
redundancy for the word Bewerber at the prosody-syntax interface Bögel (2015)

The remaining question is how these two acoustic redundancy measures determined
by semantic priming (0.421) and lexical frequency (0.037) can be united. Is the mean
between the two values an appropriate representation? Or does one value ‘override’ the
other value? Initial results as discussed in Section 3.2 show that the relationship is rather
complex, so we will leave this question for further research.

10Further values to add to the redundancy level could be, for example, syntactic preferences or informa-
tion from i-structure on focused or given structures.
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5 Conclusion

This paper introduced a new approach to integrate gradient language redundancy effects
into a formal model of grammar. Following the Smooth Signal Redundancy Hypothesis
and the Prosodic Interface Hypothesis, the approach assumes that language redundancy
and acoustic redundancy form an inverse relationship mediated by prosodic structure.
If language redundancy is high, acoustic redundancy is low, and vice versa, with the
effects mainly being realised at the prosodic boundaries and on the stressed syllable.

The concept was demonstrated by means of an experiment on semantic priming and
lexical frequency and their inverse relationship with durational values at the prosodic
word boundaries as an acoustic redundancy measure. To model this relationship, these
three types of gradient redundancy measures were log-normalised to a common scale
between 0 and 1. The normalisation allowed for an abstract representation of the dif-
ferent redundancy values, while at the same time preserving the gradient nature of the
data. The common scale furthermore made it possible to model the inverse relationship
between language redundancy and acoustic redundancy measures. These gradient repre-
sentations were then integrated into LFG, with p-structure as the pivotal point between
language redundancy and acoustic salience.

The formal integration of gradient redundancy measures in a way presupposes the
assumption that these measures are part of the (rule-based) grammar, which opens up
an interesting discussion on the exact definition of a speaker’s language competence
vs. performance. While this discussion is beyond the scope of this paper, the paper
showed that the relationship between language redundancy and acoustic salience can
be captured by regular inverse correlation patterns. The integration of gradient data also
avoids the commonly found classification of such values into different categories based
on random thresholds (e.g., ‘frequent’ and ‘infrequent’, or ‘given’ and ‘new’). Instead,
the proposal is able to preserve the original nature of the data on the one hand, and
the fundamental rule-based structure of LFG on the other hand, by adding redundancy
values to already existing structures and by providing a predictive algorithm to calculate
specific redundancy values.

In addition, the paper also takes an important step towards the interface between
phonology and phonetics by means of abstract acoustic redundancy values. These val-
ues can be further transformed into concrete acoustic measures, thus providing a means
to support the generation of spoken language based on deep linguistic information as it
is traditionally found in LFG.

Appendix

The following section lists the stimuli used in the experiment described in Section 3.
The sentence pairs are grouped with identical target words in a priming (first sentence)
and a non-priming (second sentence) context. All target words are highlighted in blue.

1. Um die Nachbarn zu erfreuen, mussten die Bewohner sich benehmen.
Um die Botschaft zu verkünden, mussten die Bewohner sich bemühen.

2. Um die Botschaft zu verkünden, mussten die Propheten sich bemühen.
Um die Nachbarn zu erfreuen, mussten die Propheten sich benehmen.
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3. Um das Brandenburger Tor zu sehen, mussten die Berliner sich gedulden.
Um beim Vorstellungsgespräch zu punkten, mussten die Berliner sich behaupten.

4. Um beim Vorstellungsgespräch zu punkten, mussten die Bewerber sich behaupten.
Um das Brandenburger Tor zu sehen, mussten die Bewerber sich gedulden.

5. Um das Eigentum zu behalten, mussten die Besitzer sich beweisen.
Um den Eiffelturm zu besuchen, mussten die Besitzer sich gedulden.

6. Um den Eiffelturm zu besuchen, mussten die Pariser sich gedulden.
Um das Eigentum zu behalten, mussten die Pariser sich beweisen.

7. Um das Geld zu klauen, mussten die Banditen sich verbünden.
Um das Haar zu föhnen, mussten die Banditen sich beeilen.

8. Um das Haar zu föhnen, mussten die Blondinen sich beeilen.
Um das Geld zu klauen, mussten die Blondinen sich verbünden.

9. Um die Römer zu besiegen, mussten die Germanen sich verbünden.
Um den Bruder zu verärgern, mussten die Germanen sich bemühen.

10. Um den Bruder zu verärgern, mussten die Geschwister sich bemühen.
Um die Römer zu besiegen, mussten die Geschwister sich verbünden.

11. Um die Ehe zu retten, musste die Gemahlin sich bemühen.
Um den Gegner zu schlagen, musste die Gemahlin sich beweisen.

12. Um den Gegner zu schlagen, musste der Gewinner sich beweisen.
Um die Ehe zu retten, musste der Gewinner sich bemühen.

13. Um das Königreich zu walten, musste die Prinzessin sich benehmen.
Um die Vorlesung zu halten, musste die Prinzessin sich beweisen.

14. Um die Vorlesung zu halten, musste der Professor sich beweisen.
Um das Königreich zu walten, musste der Professor sich benehmen.

15. Um das Frachtschiff zu kapern, mussten die Piraten sich verbünden.
Um das Flugzeug zu landen, mussten die Piraten sich beeilen.

16. Um das Flugzeug zu landen, mussten die Piloten sich beeilen.
Um das Frachtschiff zu kapern, mussten die Piloten sich verbünden.

17. Um die Sehenswürdigkeit zu betrachten, mussten die Touristen sich gedulden.
Um an der Universität zu lehren, mussten die Touristen sich beweisen.

18. Um an der Universität zu lehren, mussten die Dozenten sich beweisen.
Um die Sehenswürdigkeit zu betrachten, mussten die Dozenten sich gedulden.

19. Um das Volk zu unterdrücken, mussten die Tyrannen sich verbünden.
Um den Chef zu beeindrucken, mussten die Tyrannen sich behaupten.

20. Um den Chef zu beeindrucken, mussten die Kollegen sich behaupten.
Um das Volk zu unterdrücken, mussten die Kollegen sich verbünden.
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21. Um den Gefährten zu helfen, mussten die Kumpanen sich vertrauen.
Um den Eintritt zu bezahlen, mussten die Kumpanen sich gedulden.

22. Um den Eintritt zu bezahlen, mussten die Besucher sich gedulden.
Um den Gefährten zu helfen, mussten die Besucher sich vertrauen.
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Bögel, Tina. 2021. Function words at the interface: A two-tier approach. Languages
6(4). 197.
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